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Abstract Behavioral biases may influence bank decisions when granting credit to
their customers. This paper explores this possibility in an experimental setting,
contributing to the literature in two ways. First, we designed a business simulation
game that replicates the basic decision-making processes of a bank granting credit
to clients under conditions of risk and uncertainty. Second, we implemented a series
of short tests to measure participants’ overconfidence and risk profile according to
prospect theory and then conduct an experimental implementation of the simulation
game. We find that higher levels of overprecision and risk seeking for gains (mostly
attributable to distortion of probabilities) foster lower prices and higher volumes of
credit, and reduce quality. The most consistent result is that distortion of prob-
abilities affects the ability to discriminate between the quality of borrowers ac-
cording to objective information, fostering strategies of lower loan prices to lower
quality clients. The external validity of the results is also discussed.
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1 Introduction

The good performance of western economies before the Great Recession, largely
fueled by credit, came to a dramatic end with the financial crisis of 2008. Credit
crises have been traditionally associated with both credit-supply and credit-demand
effects (Presbitero 2012). On the supply side, researchers have analyzed, among
others, the role incentives (Fahlenbrach and Stulz 2011), securitization (Keys et al.
2010) and moral hazard risk-taking by banks (Acharya and Naqvi 2012) might have
played in the current crisis. Behavioral economics may offer a complementary
interpretation; in particular, the effect of behavioral biases by participants in the
banking industry might be helpful to explain how credit booms are fueled by the
banking sector.

In this research we focus on two of these behavioral biases: overconfidence and
prospect theory. Overconfidence may manifest itself in several ways. Moore and
Healy (2008) offer a classic taxonomy: we may be overconfident in estimating our
own performance (known as overestimation), in estimating our own performance
relative to others (overplacement or better-than-average effect), or in applying
excessive precision in estimating future uncertainty (known as overprecision).
Prospect theory, today the most widely accepted descriptive decision theory,
followed after Kahneman and Tversky’s (1979) experimental evidence that people,
when evaluating prospects in order to make a decision, tend to treat gains differently
to losses and to overweight outcomes with small probabilities.

The effects of overconfidence and prospect theory are well-known in the
literature. Overconfidence has been claimed to explain anomalies like excess
volatility, under- and overreaction (Daniel et al. 1998), excessive trading (Odean
1998, 1999), asset bubbles (Scheinkman and Xiong 2003), and the forward premium
puzzle (Burnside et al. 2011). Risk seeking would explain anomalies like the house
money effect (Thaler and Johnson 1990) and the status quo bias (Tversky and
Kahneman 1991). Probability weighting explains the favorite-longshot bias and
portfolio under-diversification (Hens and Bachmann 2008; Barberis and Huang
2008), while loss aversion would explain several anomalies in decision making, like
the endowment effect (Thaler 1980), the disposition effect (Shefrin and Statman
1985), the status quo bias (Samuelson and Zeckhauser 1988), the equity premium
puzzle (Benartzi and Thaler 1995), and how the number of transactions in the
market would be reduced (Knetsch 1989).

The effects on managerial performance of overconfidence and risk profile
according to prospect theory are also well known. Executives appear to be
particularly prone to displaying overconfidence (Moore 1977), which helps explain
the high rates of business failure (Camerer and Lovallo 1999), high rates of
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corporate merger and acquisition (Roll 1986; Malmendier and Tate 2005a, b), lower
dividend payouts (Deshmukh et al. 2010), and higher cash holdings (Huang et al.
2012), among other anomalies in corporate finance. Besides, different manifesta-
tions of prospect theory, such as probability weighting, aversion to a sure loss and
lower loss aversion, would help explain the IPO underpricing puzzle (Barberis and
Huang 2008), risky capital budgeting decisions (Shefrin 2008; Shefrin and
Cervellati 2011) and why managers would take more risks (Rabin 2000),
respectively.

Several experiments confirmed that judgmental overconfidence has an impact on
financial decision making. Thus, Biais et al. (2005) and Grinblatt and Keloharju
(2009) confirm the negative effects of overconfidence on the profitability of trading
suggested by Barber and Odean (2001, 2002), while Glaser and Weber (2007)
emphasize the need to consider different types of confidence, as different measures
of miscalibration and the better-than-average effect often yield conflicting results. In
addition, a recent and growing research field is the analysis of credit cycles, in
which several behavioral models have been proposed that are based on overcon-
fidence effects (Keen 2011; Rotheli 2012; Peon et al. 2015). Finally, some research
has also been performed regarding financial professionals behaving according to
prospect theory (Abdellaoui et al. 2013) and how personal characteristics of
executive teams might affect corporate governance in banking (Berger et al. 2012).

The main goal of this paper is to obtain experimental evidence of these
behaviorally driven effects on retail credit markets. In particular, we trace whether
overconfidence and different prospect theory profiles by participants in the banking
industry could feed risk-seeking behavior that explains, to some extent, excessive
lending by retail banks. For that purpose, we designed an original business
simulation game that replicates the basics of a bank granting credit to costumers,
and organized a series of five experimental sessions with students in the University
of A Coruna (Spain) in 2013 to test the effects of different levels of overconfidence
and risk profile—according to prospect theory—on the credit policies implemented
in the experiment. In total, 126 volunteers, all of them under- and postgraduate
students, participated in the experiment. Before participation, we determined the
psychological profile (based on overconfidence and prospect theory) of each
participant, through a series of short tests implemented following Pedn et al. (2014).
The students then participated in the strategy game designed to replicate, in an
experimental setting, how banks grant credit to costumers, in order to obtain
information about how much and at what price different subjects would grant credit
under conditions of uncertainty and risk about the economic environment.

Our main contributions are two. First, we designed a business simulation game
that replicates the basics of the decision-making process of a bank granting credit to
costumers under conditions of uncertainty and risk. We review the literature on
simulation games, banking efficiency and credit markets to justify a game design
that meets the required characteristics of simulations (Gredler 2004). Thus, the
design imitates a complex situation where objective information provided to
participants about economic perspectives and customers’ expected solvency is
presented in the form of confidence intervals, and is updated period by period to
introduce a feedback system that allows participants to learn how economic
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perspectives evolved. With the cost structure as an input, participants are required to
set their strategies every period in terms of price and volume of loans granted to
each niche of clients. Two variables are also introduced to control for loan quality.

The second contribution is the experimental implementation of the game together
with a series of psychological tests to measure participants’ level of overconfidence
and risk profile according to prospect theory. This allowed us to test the effects of
their behavioral biases on the credit policies they implement in the game. Monetary
incentives were introduced to improve the external validity of the results. Several
hypotheses about the effects of risk seeking, loss aversion and overconfidence were
tested. Experimental results provide extensive evidence that more aggressive
behavioral profiles—in terms of higher overconfidence and risk seeking—are
correlated with more aggressive credit strategies. The most conclusive results are
greater overprecision and distortion of probabilities in the positive domain fostering
riskier credit strategies, particularly in terms of providing credit to low-quality
costumers at a lower price. All the statistical analyses (correlations, regressions,
factorial and clustering analyses) provide consistent results in that sense.

The remainder of the article is organized as follows. First, in Sect. 2 we discuss
how the experiment was designed, the basics of the game and the variables to be
measured. Section 3 describes the hypotheses to be tested. Section 4 analyzes the
main results obtained. Section 5 concludes. Additional statistical information and
technical specifications of the statistical analyses are provided in the Electronic
Supplementary Material.

2 Experiment design

We organized a series of five experimental sessions that took place in the Faculty of
Business and Economics of the University of A Coruna (UDC), Spain, during
October 2013. A group of students of different levels and degrees was targeted. To
recruit students from the target groups, we explained to students during class what
the experiment would consist of, informed them of the date and time of the sessions,
told them they would be invited to a coffee during the tests, and that one of the tests
consisted of a game where one of the participants per session would win a prize of
60 euros. In total 126 volunteers, all under- and postgraduate UDC students,
participated in the experiment. All sessions took place in a computer room;
participants in the same session completed all tests at the same time, each
respondent on a separate computer.

Participants completed two types of tests. First, they completed a series of short
tests on overconfidence and prospect theory (Pedn et al. 2014) to determine their
behavioral profile. They then played the strategy game we describe in this paper,
aimed at replicating the basics of the decision-making process of a bank granting
credit to costumers under conditions of uncertainty and risk. The strategies
implemented resulted in three types of indicators (price, quantity and quality of
credit) that were tested against the behavioral profile and risk attitudes of the
respondents.
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In what follows we explain the design of the experimental game. In Sect. 2.1 we
briefly review the literature on business simulation games, banking efficiency and
credit markets to help us define our approach to game design and to propose a set of
dependent variables representative of the credit policies set by participants in the
experiment. Those were the dependent variables we tested against the different
behavioral profiles of the respondents. In Sect. 2.2 we provide an extensive
explanation of the simulation game in the experiment.

2.1 Literature review and basic approach to the experiment

Controlled laboratory experimentation helped economists resolve a major empirical
challenge: going beyond correlational analysis to provide insights on causation (List
2009). Furthermore, since experimental economics proved to be a good method for
understanding human behavior (Levitt and List 2009), its success is particularly
relevant in behavioral economics. Below we provide a brief review of the literature
on experimental economics and, in particular, on business simulation games, as the
foundation for the type and main characteristics of the research we conducted.

Laboratory and field experiments are used to test a variety of issues, including
information assimilation (Levitt and List 2009). Our experiment conducts a
simulation of a retail bank for that purpose. A simulation is an evolving case study
of a particular social or physical reality in which participants take on bona fide roles
with well-defined responsibilities and constraints (De Freitas and Oliver 2006;
Gredler 2004). Three necessary elements for an experiment are an environment
defining the payoffs, an institution defining language and rules, and the participants’
behavior (Smith 2001).

More specifically, Gredler (2004) defines four important requirements for
simulations: (1) a model that allows the participants to interact with a complex real-
world situation; (2) a defined task and role for each participant involved; (3) an
environment that allows participants to execute a range of strategies; and (4) the
presence of a feedback system so that participants can change strategies. For our
experimental setting, these four characteristics were considered as follows: the
simulation game required participants to play the role of a bank granting credit to
costumers in a complex situation, where their strategies are defined in terms of
credit to be granted, and a feedback system was based on setting a multi-period
game where participants could, after each period and before setting a strategy for a
new costumer, learn how economic perspectives were evolving and observe their
past performance in granting credit.

A classic problem with controlled experimentation is its external validity;
specifically, the fact that individuals are in an environment where they are aware
that their behavior is being monitored, recorded, and subsequently scrutinized,
might cause generalizability to be compromised (Levitt and List 2007). The
incorporation of markets, repetition and monetary incentives would improve the
validity of the experiment, but perhaps not completely resolve this problem.
Consequently, a discussion of the external validity of our experiment is provided in
the conclusions.
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Additionally, we needed to specify performance indicators that measured the
credit policies implemented in the game. Two broad views on what determines how
much private credit a financial system would grant are the power theories and
information theories of credit (Djankov et al. 2005). Power theories consider that
what matters for the viability of private credit is the power of creditors: banks are
more willing to extend credit the more easily they can force repayment, grab
collateral, or even gain control of the firm (Townsend 1979). For information
theories what matters for lending is information: the more banks know about their
clients (credit history, financial situation, etc.), the more willing they are to extend
credit, since information reduces the ‘lemons’ problem (Stiglitz and Weiss 1981).

The approach we follow is closer to the informational approach, which, in short,
depends on the ability of lenders to screen good borrowers from bad borrowers so
that they can implement credit policies that maximize their profits adjusted by risk.
The simulation game must provide information about the expected solvency of the
potential borrowers. A classic approach to this issue comes from the literature on
business failure,' in which financial statement analysis plays an essential role.
However, if information in the game was given in terms of financial data that
participants had to analyze, it would introduce an asymmetry among judges where
the more skilled ones would be expected to outperform. Information provided in the
experiment had to avoid that, in order to disentangle whether behavioral biases
would produce predictable patterns when all participants were given the same,
objective information.

Finally, the game indicators were specified in accordance with the literature on
banking efficiency. The efficient-structure hypothesis (Demsetz 1973) interprets
market power and performance of banks as a consequence of their efficiency levels:
banks which operate more efficiently than their competitors will gain higher profits
from lower costs, hence they will hold a major market share. Following this
hypothesis, different versions of efficiency were examined. A review of the
literature on (banking) economic efficiency yielded a list of variables (Berger and
Mester 1997) to be used to test cost and profit efficiencies (Table 1), including costs,
prices, loan volumes and environmental variables such as non-performing loans
(NPL) as a proportion of total loans.

We then proceeded as follows in the experiment. First, the game design had to
imitate a complex situation where objective information about macroeconomic
perspectives and customers’ expected solvency was presented in the form of
confidence intervals and updated period by period. The game had to have multiple
periods to introduce a feedback system that allowed participants to observe how
economic perspectives evolved. Second, the cost structure of the bank was an input,
provided to participants as a given variable. Respondents could consequently
implement their strategies for each period in terms of prices and volumes of loans
granted to a new niche of costumers, given the (updated) information available.
Finally, we controlled for loan quality to trace participant risky behavior by

! This literature starts with the seminal articles bysBeaver (1966), Altman (1968) and (Argenti 1976). See
Rodriguez (2000) for a survey.
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Table 1 Variables included in the cost and profit functions by Berger and Mester (1997)

Variables

Description

Dependent variables
Cost

Profit

Exogenous variables

Output quantities

Input prices

Output prices

Fixed netput
quantities

Environmental
variables

Variable operating plus interest

costs

Variable profits

Consumer loans
Business loans

Securities

Price of core deposits
Price of purchased funds
Price of labor

Price of consumer loans

Price of business loans
Price of securities
Physical capital

Equity capital
Off-balance-sheet items

Ratio of NPL/total loans

Includes costs of purchased funds,
deposits and labor

Includes revenues from loans and
securities less variable costs

Including credit cards
All other loans

All non-loan financial assets; i.e., gross
total assets less (consumer and
business loans + physical capital)

(Domestic transactions accounts, time
and savings)

All other liabilities

(Commitments, letters of credit,
derivatives) using Basel Accord risk
weights to be risk-equivalent to loans

NPL = non-performing loans, past due
at least 90 days

Weighted aver. NPL for state/
province

Weighted average using as weight the
proportions of the loans issued by
banks in the state/province

Source: Berger and Mester (1997)

measuring two ex post variables: their average ratio of non-performing loans to total
loans and the ratio between prices granted to high versus low quality consumers.

2.2 Description of the game

The experiment was designed to make participants decide how much credit they
would grant to a series of clients and at what price, given certain information about
their expected solvency and macroeconomic perspectives. The hypotheses to be
tested seek to trace evidence of the effects of different risk profiles of participants on
their policy decisions, assessed in terms of prospect theory and overconfidence. We
implemented a series of psychological tests (Sect. 3) in accordance with standard
tests in the literature. In order to obtain indicators about credit policies we placed
special emphasis in several aspects of the game. First, we provided participants with
objective information _on_macroeconomic perspectives and expected solvency,
mostly in the form of confidence intervals. Second, we gave them clear instructions
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regarding how variables in the game were interrelated and how to set their
strategies. Finally, to reflect a business cycle that might turn up or down and allow
participants’ expectations to play a role, we implemented a multi-period game
where information was updated after each period.

Each player ran a bank that grants credit to customers. All players played a similar
game—{facing identical situations of cost and demand and having the same information
available to them—but played individually with no interaction with other players.
Nonetheless, they did compete, as the objective of the game was to implement the best
strategy in terms of profits. To improve external validity, a monetary incentive was
introduced: the winner of each session—the participant that earned the highest profit by
the end of the game—received a prize of 60 euros. Five rounds of the game were played,
with about 20-30 players in each (for a total of 126 participants).

We devised a six-period game in which, at each stage, the bank has access to a
different niche set of clients applying for a three-year loan.” For simplicity sake, we
set the discount rate as equal to zero. Players had to decide how much credit they
were willing to grant to that niche and at what price, given the information available
about: (a) the niche’s expected default rates in the form of confidence intervals®;
(b) macroeconomic perspectives regarding GDP growth and Euribor-_1Y rates, also
in the form of confidence intervals; (c) and calculations of (ex ante) expected profits
and delinquency ratios given the player’s strategy, as well as the ex post profits and
default rates obtained in each period after their strategies had been set and the
information had been updated. Figure 1, which is a screenshot of the computer
application for the game in period 1, shows information provided on macroeco-
nomic perspectives (above), niche default rates and player strategies (left) and
expected and historical profits and portfolio delinquency ratios (right).
Macroeconomic data. At the beginning of each stage participants were given
information about economic perspectives (expected GDP growth and Euribor_1Y
rates) in terms of confidence intervals. Both numerical and graphical information
are shown for periods 1-8.* Graphics allow for a more intuitive interpretation, in
particular when information is to be updated in subsequent periods: confidence
intervals use different colors, a thin line represents the last year’s estimates, a dotted
line the initial (period 1) estimates, and shadowed areas represent past periods (see
Fig. 2 referring to period 3).

2 Note that niche clients were different at different periods, but all participants faced an identical niche in
the same period. We considered six periods to be enough for the two purposes we implemented a multi-
period game: to set a feedback system that allows participants to learn how economic perspectives
evolved, and to have a larger data set of strategies implemented by them. Finally, we considered potential
borrowers to be applying for a three-year loan in order to make decision-making more complex; thus, in
order to grant credit to a niche, participants had to consider the possible economic scenarios for the next
three periods, not just one.

3 Confidence intervals were given in three-point format: average values and high and low boundaries.
Boundaries were explicitly said to be absolute limits that could not be surpassed. That meant, for instance,
that if the expected default rate of a niche is (15, 5, 1 %), the highest (lowest) default rate in all possible
states of the world is 15 % (1 %). That also meant, for instance, that if in period 1 we said that expected
GDP growth for period 5 could range between (—1, 1, 3 %), updated information in periods 2—4 could not
say that the expected GDP growth for period 5 might go higher than 3 % or lower than —1 %.

“ It is a six-period game, but in every period a three-year loan is granted.
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Numerical data also shows how economic perspectives changed: positive and
negative variations in mean estimates for GDP growth and Euribor rates between two
consecutive periods are highlighted in blue and red, respectively (see Fig. 2).
Information not given to participants. GDP growth rates were designed to range, at
most, from —1.5 to 6.0 % with an average (mean economic performance) of 2.5 %.
Boundaries were wider the farther the estimate from the current period. On average,
the amplitude of the intervals would be about 1 % for an estimate for the next year,
1.75 % 2 years ahead, 2.5 % 3 years ahead, and so on—though actual ranges may
vary to some extent. Euribor rates were designed to vary, intuitively, in accordance
with GDP perspectives, with lower (higher) rates being correlated with weak
(stronger) GDP perspectives.

Since participants first played a version of the game for practice, and then played
a second version of the game where they would compete for the prize, we devised
two alternative scenarios, denoted practice version and game, respectively. These
are summarized by the ex post economic data at the end of the game in period 8 (see
Fig. 3).

We designed a scenario for the game where the macroeconomic perspectives
tended to improve—as would happen during an upturn in the economic cycle. The
GDP and Euribor values were not tied to any specific country nor they were related
to real-world values. Participants were not told whether they should expect this
scenario to be realistic or not.

Niche default rates. Information about expected default rates for the six niche
clients at each stage was given in terms of confidence intervals (Table 2).

Players were only told that maximum, minimum and average default rates were
associated with the weakest, strongest and average GDP performance rates,
respectively, but received no information about the explicit mathematical relation-
ship between GDP growth and delinquency. Players were told, when setting their
price and credit volume strategies, to infer the expected default rate of the niche
client given the information provided for the niche and for macroeconomic
perspectives. As a starting clue in period 1, explicit information about the true
default rate of the niche in the previous period (period 0, before the game started)
was provided. For the subsequent periods no such information was given, since
players could learn the ex post default rates for their portfolios once economic
scenarios were updated.

Information not given to participants. The six niche clients are of two types,
according to their expected default rates. Type A clients are riskier than type B, both
because they exhibit wider intervals and because downside risk is substantially
higher. Ex post default rates were computed given GDP performance. In particular,
reference GDP growth rates were estimated as 2/3 the current year’s (ex post) rate
plus 1/3 the previous year’s rate. Then, the default rates were set to fall at the
equivalent point in the interval as the reference GDP rate within the (—1.5, 2.5,
6.0 %) interval mentioned above. For instance, for niche C1 if the ex post GDP
growth rate in period 1 was —0.1 % and the previous year’s rate was 1.0 % we have:
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Table 2 Expected default rates

of all niche clients Type Niche % Expected default rate
Max (%) Mean (%) Min (%)
A Cl 14 6.5 5
B C2 10 2
B C3 9 1
A C4 16 0
C1-C6 denote the six niche A C5 18 7.5 1
clients of two different types, B c6 11 1
A (riskier) and B
2 1
Reference GDP rate = 3 (—0.1%) + 5(1.0 %) = 0.267 %. (1)

Since 0.267 % lies in the bottom half of the interval (—1.5, 2.5 %), we set the ex
post default rate for period 1 to lie at the (linearly) equivalent point within the
bottom range (14, 6.5 %)—see data in Table 2—which is equivalent to computing

Real default rate = 14 % + ratio(0.267 — 2.5%), (2)

where ratio = (14 — 6.5 %)/[2.5 % — (—1.5 %)] = — 1.88 measures the impact
of a one percent increase in GDP on the reduction of the default rate. In our example
for client C1, the ex post default rate in period 1 would be 10.69 %.

Strategy. In every period, players had to analyze the information available and
determine their strategy. Strategies were defined in terms of two variables: the price,
p, at which they are willing to grant credit to that niche of clients, and the volume of
credit granted to that niche. For this purpose, they were helped with automatic
calculations—right hand side of the screenshot in Fig. 1—of the expected profits
they ought to maximize.

Participants were instructed to proceed to make an initial guess of the expected default
rate for that niche market (‘your guess’ cell in Fig. 1) and then to set a price that ranges
within 10.0 and 20.0 %. For their price, they were given the maximum volume demanded
by the niche market, V.., which reflects a linear demand function® for credit as

Vipar = 1000 — 5000p, (3)

hence credit volumes ranged from 0 to 500 euros. Given V,,,,, they had to decide
whether they grant the maximum volume of credit demanded, that is, V = V,,,,, or
they set V such that 0 < V < V,,.,..° This allowed us to measure which participants
were being more conservative in terms of volume—rather than just having price as the

5 The demand function was not provided to players, but they were obviously given the outcome V.

§ More specifically, they were instructed as follows: “Please note the computer application helps you to
calculate the expected profits given the inputs being set (E[m], p, V). Be aware that these are the inputs
that you set; the expected profits may be fulfilled or not depending on whether (a) the economic scenario
follows the path you anticipated; and (b) the strategy you consequently implemented is indeed optimal.
Therefore, be advised, when setting your strategies, that the expected profits are just an aid. On one hand,
not granting credit, V = 0, when you think a niche may not generate profits allows you to save a fixed
costyof3peurosmOnythesothershandyifsyousdecidesto give credit, granting V = V,,,, or a lower volume
should depend on how sure you are this niche client is going to render you profits rather than losses”.
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single decision variable. Hence, we observed two variables per participant, p and V,
that might not clear the market (whenever V < V,,,,,). In the instructions players were
advised to act depending on “how sure you are your strategy is going to be profitable”,
since setting V = 0 also made fixed costs equal to zero (see next paragraphs).’
Profit calculations. To help participants set their strategies, the computer application
provided ex ante estimates of profits and portfolio default rates. Players were also
given information, before the game started, regarding the mathematical expression
for the profit function (income minus costs) used to derive those values, although
they were told that this was merely given so they could better understand the game
and were advised to follow the calculations instead. The (expected) revenue function
was set as:

E[R] = Vp(1 — E[m]) — VE[m], (4)

where E[m] is the expected default rate of the niche (provided by the player or
estimated by default otherwise).® The cost function is

C=F+ (Ele] +v)V, (5)

which includes a fixed cost, F, of 3 euros per period and the number of active niche
clients (i.e., those for which V # 0 in the last 3 years), a variable cost (Euribor, ¢)
equal to the (expected) Euribor-1Y rate provided (representing the cost of the
deposits needed to fund granted credit), and another variable cost, v, of 2.0 %, as the
cost of managing a higher volume of credit.

From (4) and (5) the expected profit function is

E[n] ={(1 — E[m])p — (E[m] + E[e] +2.0%)}V — 3, (6)
whereas the ex post profit observed amounts to
n={(1-mp—(m+e+20%)}V -3, (7)

where m and e replace the ex ante expectations E[m] and E[e], respectively.
Finally, players were also given information about the delinquency ratios of their
portfolios (right hand side of the screen; see Fig. 1). Regarding expected
delinquency, players could make their own estimates (‘your guess’ cell in Fig. 1).
If that cell was left blank, the computer set a default expected default rate: in period
1, the ex post default rate of the niche in period O and, in subsequent periods, the

7 For indicator estimates (see “Game Indicators” in this Sect. 2.2), when a subject sets V =0 we set
p =20%, i.e., the price that should be offered to have zero demand, disregarding the actual value the
participant set. We did so in order to have indicators that were homogeneous across participants: judges
set V = 0 after they tried different prices (sometimes even providing no answer for p), so the last price
they set may not be representative. This correction did not apply to any other case since, as explained, we
wanted to observe both price and volume strategies that might not clear the market.

8 That income function makes two implicit assumptions. First, a default means the bank recuperates
neither interest nor capital from that proportion m, of the loan. Second, for simplicity sake and easier
interpretation by the players, we assumed the total credit granted to a niche in all 3 years the credit was
active to be equal to the initial V granted. That may be interpreted as a line of credit to a niche of clients
thatyissrenewedyannuallysforsthestotalsamountpindependent of the default rate incurred in any previous
year(s). Participants were explicitly informed of both assumptions.
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Table 3 Optimal ex post strategies for all niche clients

Type Niche Observed default rates (%) Optimal strategy
ml m2 m3 m4 m5 m6 m7 m8 Average p* A
A Cl 10.7 106 84 9.9 170 %  149.6
B Cc2 78 63 49 6.3 150 % 2483
B C3 53 39 36 42 143 % 282.6
A Cc4 6.7 6.1 6.1 6.3 16.1 %  197.1
A C5 6.7 66 60 6.4 163 % 186.2
B Co6 45 40 34 40 147 %  264.3

Type A 16.4 % 16.4%
Type B 14.7 % 14.7%
Price ratio 1.119 1.117

observed default rate for his or her current portfolio of clients. The historic ex post
default rates were also provided to the player, computed as the weighted average
(weighted by V) of the observed default rates for all active niche clients in the
player’s portfolio.

Optimal ex post strategies. We may compare participants strategies with what
would be the optimal ex post strategies (i.e., once we know in period 8 how the
economy actually performed). We compute these by setting V = 1000 — 5000 p in
Eq. (7) and then deriving with respect to p, as follows,

~ 1000 + (5000 — 1000) - 772 + 5000 - (& + 2.0 %) ®
N 25000 - (1 — rm)

*

where m and e are the average values of the default and Euribor rates, respectively,
during the three years of the loan to a particular niche client. Table 3 summarizes
the optimal ex post strategies for all six niches in the game.

These computations were helpful to confirm that type A clients, considering their

risky profile, should be charged a higher price, but also taking macroeconomic
performance into account. The average optimal price for type A niches was higher
than for type B [16.4 vs. 14.7 % in both average (bold) and volume-weighted
average (italics) data], as expected. The price ratio suggests that players should set a
price to type A clients that is a 12 % higher (in relative terms, for a price ratio of
about 1.12) than for type B clients. This information was used as a benchmark for a
quality indicator later on (see next section).
Game indicators. At the end of the game, each player yielded 6 x 2 decision
variables: a pair (p, V) that represented the credit they were willing to grant to each
of the six niche clients. As mentioned above, based on this information we wanted
to trace differences between players regarding three types of indicators:

e Price indicators We computed two estimators to account for differences in price

strategies: paye, the average price across the six niches; and p., the volume-
averaged.price.acioss;the six-niches:-We compute the volume-averaged indicator
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because two participants that set the same price for a given niche may not grant
the same volume of credit, as we allowed V < V..

o  Volume indicators We computed two volume estimators, denoted for simplicity
sake as Vipg and Viax ing- Vina Sums the volumes granted to each of the six niches
(i.e., Ving = XV), whereas V.5 ina compares the volumes actually granted by the
player with the demand available for the price she set. We computed V;,ax ing as
the ratio between V;,q and the sum of all V., that would be demanded by each
niche, given the prices the respondent had set.

e Quality indicators We measured the risky behavior of participants by computing
two types of indicators. First, the NPL indicator measures the average ratio of
non-performing-loans to total loans. Second, we compared the prices granted to
clients of low (type A) versus high (type B) qualities. Likewise we did with price
indicators, we computed two different indicators for this purpose: Q.y, Was
calculated as the ratio of the average price to type A clients over the average
price to type B clients, while O, sets a similar ratio for volume-weighted
average prices. Table 3 offers a benchmark for these quality indicators: the
optimal ex post strategies entail the ratios 1.119 and 1.117 for mean and volume-
average data, respectively. Hence, when indicators Q,,, and Q.. for a given
player are well below those levels, it indicates an aggressive pricing strategy in
favor of low-quality borrowers.

Table 4 summarizes all these seven indicators, which were the dependent
variables in the hypothesis testing process (Sect. 3).

Game implementation. Participants were instructed how to play the game in three
steps. Firstly, they were given an extensive explanation of the game. Secondly, after
being provided with a set of written instructions that summarized all the rules,
participants had time to play a version of the game for practice. Finally, once
participants confirmed they understood the game and had clarified doubts, they
played the game, with players earning the maximum profits winning cash prizes.
The results obtained in this second version of the game were the only used for
research purposes.

Design limitations. Despite our efforts to devise an experimental setting that
mirrors real loan decisions, it does not exactly correspond to the more complex
nature of banks and their institutional environment. Some limitations are discussed
below in terms of the extent to which we believe they might compromise the
generalization of the experiment results.

A first limitation of the analysis is the evidence that internal processes for
granting credit by banks are more complex than decisions made by a single
individual. This would involve different departments (loan offices versus back
offices) and specific regulation under the Basel Accords. Being this true, the process
of granting credit may be simplified to two main steps: bank executives set the basic
credit policies according to the cost of funding and expected macroeconomic
performance, and then pass these policies down to employees and risk analysis
departments in the form of commercial goals. The literature on behavioral corporate
finance has shown that the performance of firms is largely affected by the behavioral
profile of executives in the firm; take, for instance, the literature on business failure
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Table 4 Summary of game indicators

Variable Values Interpretation Calculation Literature
Pavg p* — min 10.0 % — max | Price —» 1 Average price across 6 Defining relevant
20.0 % risk strategy niche clients indicators of the
Dot Volume-weighted game: Berger
average price across 6 and Mester
niches (1997)
Vina Ving® — min 0 — max 1 Volume — 1T Average volume of credit
500 risk strategy granted (6 niches)
Vinaxina ~ Vmaxina < 1 where Vinaxind = Vind/
Vma)c’imi =1 - full (ZG niches [Vmaxlp*])
credit at p*
NPL % of non-performing TNPL - 1 Average ex post NPL Design and
loans (min 0 %) risk strategy ratio across 6 niche measurement of
clients indicators: own
Quvg Qug <1 —lowerpto | Quality > 1  Mean prices to costumers elaboration
risky niches risk strategy of high versus low
(OPtexpost Quvg = 1.119) qualities
Ovol Idem Idem, volume-weighted

(Opt-exposl Qvol = 1.1 17)

and CEO overconfidence (cited above). Hence, we can assert that the decisions of a
single, or a few, decision makers do indeed determine, to some extent, the credit
policies of banks. The literature on social contagion (Asch 1952; Shiller 1984),
obedience to authority (Milgram 1963, 1974), and groupthink theory (Lunenburg
2010), moreover, explain how these biases could propagate inside firms. Thus, the
commercial success of loan officers is often used as feedback by executives when
re-evaluating their economic expectations, in such a way that a trend might be
generated by the feedback effect of the commercial goals achieved (Pe6n and Calvo
2012). However, these effects of social contagion are much too complex to be
analyzed in an experimental setting.

A second drawback is that the game does not account for aspects of the
institutional environment such as capital regulation. For simplicity sake, we have
not considered the effects of participants’ decisions on equity performance
(basically, we obviate default effects or assume banks have access to an unlimited
source of capital). This reduces the complexity of the game, but introduces an
asymmetry in the judges’ evaluation—since they do not pay attention to the effects
of accumulated losses on future bank solvency. We consider that this effect by itself
should not have a relevant impact on the participants’ strategies. However, the
effect might not be negligible if we take into account the third limitation.

The third and more important limitation is the evidence that the incorporation of
monetary incentives, though often desirable to improve the external validity of field
experiments, might induce participants to play strategically. Players might choose to
play too aggressively if they bet on future profits or too conservatively if they bet on
future losses, only to deviate from what they expect other respondents will play.
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That is, some participants might choose extreme policies merely to play differently
from their competitors—particularly if they are behind in the game. The external
validity of the results will be discussed in the conclusions, but for now we anticipate
four comments on this debate. Firstly, the monetary incentives introduced are
consistent with how executives at banks are usually paid: according to their ability
to outperform competitors. Second, the combination of incentives and the evidence
that the negative effects of their decisions will be borne by others would induce a
moral hazard behavior that is often alleged to be a reason behind the recent
worldwide crisis (e.g., Acharya and Naqvi 2012). This moral hazard effect may be
compared in our experiment to the combination of monetary incentives and the
absence of considerations in regards to capital solvency. Third, by introducing
indicators that measured player performance in terms of a variable they are not
aware of—the quality of the niche markets—we have a powerful tool to analyze the
external validity of the results, regardless of the strategic behavior of participants in
terms of price and volume of credit. Finally, at the very least, if the game design
induced risk seeking behavior, it would be of interest to assess which of the different
manifestations of overconfidence and prospect theory might foster such aggressive
behavior.

To sum up, in spite of these limitations, our experimental game may be
considered to synthesize the main stylized features of real lending decisions.

3 Tests

The goal of the experiment is to trace the effects that different behavioral profiles
might have on credit policies implemented by different participants. To such
purpose, before the players entered the strategy game, a series of tests were
implemented to determine their psychological profiles in terms of overconfidence
and prospect theory. Below we describe the behavioral tests (Sect. 3.1) and the
hypotheses to be tested (Sect. 3.2). We leave the analysis of the results for a
separate section.

3.1 Behavioral tests

We designed a series of tests based on standards in the literature on overconfidence
and prospect theory. Thus, on one hand we follow Moore and Healy’s (2008) theory
on the three different measures of overconfidence, and design shorter versions of
Soll and Klayman’s (2004) and Moore and Healy’s (2008) tests to elicit those
measures at the individual level. On the other hand, in regards to prospect theory,
we follow Rieger and Wang’s (2008) normalization of prospect theory (Kahneman
and Tversky 1979) assuming classic parametric functions in the literature, while for
test design we merge some features of Tversky and Kahneman’s (1992) elicitation
method merged with the approach for making an efficient test with a minimum
number of questions by Abdellaoui et al. (2008). A brief description of the tests is
provided below, along with an explanation of how the key psychological constructs
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were measured. For an extended interpretation and analysis of the validity of the
results obtained with our tests, see Peon et al. (2014).
Overconfidence. We calculated three different measures: overestimation, E, which
measures the degree to which a respondent overestimates her own performance;
overplacement, P, which measures the degree to which she overestimates her
performance relative to others; and overprecision, M, which measures an excessive
precision to estimate future uncertainty (miscalibration). Our test for E and P is a
simple version of Moore and Healy’s (2008) trivia tests: a set of four quizzes with
10 items each, involving general knowledge questions with a time limit to answer
two quizzes of easy and two of hard difficulty to account for the hard-easy effect.
After time was up for each round, participants were required to estimate their own
scores and the average score of the other students participating in the experiment.
E was computed by substracting a participant’s actual score in each of the four
trivia, x;, from her reported expected score, E[X;], and then summing all four results.
A measure E >0 implies overestimation and E <0 means underestimation.
Overplacement takes into account whether a participant is really better than others.
For each quiz we use the expression

P = (E[X;] - E[X}]) — (xi —x)) ©)

where E[X;] is that person’s belief about the expected average score on that quiz of
the other participants and x; measures the actual average score, and then sum all four
results. A measure P >0 implies overplacement, while P <0 means
underplacement.

Overprecision was analyzed through a separate set of six questions on confidence
interval estimates. To disentangle true overprecision from variability in setting
interval widths we follow Soll and Klayman (2004) in computing the ratio
M = MEAD/MAD, where MEAD is the mean of the expected absolute deviations
implied by each pair of fractiles for a subject, and where MAD is the observed mean
absolute deviation. M represents the ratio of observed average interval width to the
well-calibrated zero-variability interval width. Thus, M = 1 implies perfect
calibration, and M < 1 indicates an overconfidence bias that cannot be attributed
to random error.

Following Soll and Klayman (2004) we devised our test as follows. Participants
had to specify a three-point estimate (median, 10 and 90 % fractiles) for three pairs
of questions in three different domains—two traditional almanac questions (the year
a device was invented and mortality rates), plus a domain for which participants
could draw on direct, personal experience (the time required to walk from one place
to another). In order to estimate M, we use a beta function to obtain the implicit
subjective probability density function for each respondent, then we estimate
MEAD and MAD for each pair of questions per domain and, consequently, a ratio
M for each domain. M could then simply be calculated as the average (M,,,) or the
median (M,,,.q) of the three different estimations (one per domain).

Prospect theory. We elicited participant preferences following Rieger and Wang’s
(2008) normalization of prospect theory (Kahneman and Tversky 1979) to obtain
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value and weighting functions assuming two classic parametric specifications. First,
the piecewise power value function by Tversky and Kahneman (1992),

e forx >0
V) = { —B(—x)*, forx<0 (10)

where x accounts for gains (if x > 0) or losses (if x < 0), " measures the sensitivity
to gains, o the sensitivity to losses, and f§ measures loss aversion. Second, the
Prelec-I weighting function (Prelec 1998) given by

w(p) = exp(—(—log(p))’) (11)

where y > 0, to estimate the probability weighting function, with decision weights
w(p) subsequently normalized so they add up to one. The obtained parameters
allowed us to determine, for each participant, the curvature of the value function for
gains and losses (¢ and o), the degree of loss aversion (f8), and the distortion of
probabilities for gains and losses (7" and 77) in the weighting function.

Although cumulative prospect theory (CPT) is more frequently cited in the
literature, Rieger and Wang (2008) observe that not all properties of CPT
correspond well with experimental data. Normalized prospect theory (NPT) has
some advantages over CPT (it cures the violations of state-dominance in lotteries
with two outcomes and its utility converges to a continuous distribution), while it is
also an easier approach to compute which, in particular, simplifies the computation
of the loss aversion parameter in our questionnaires. For such purpose, NPT has
been recommended for eliciting the preferences of a given individual in a simple
manner (e.g., Hens and Bachmann 2008, in the context of private banking).

For parameter estimation, our method merges some characteristics of Tversky
and Kahneman’s (1992) approach to elicit certainty equivalents of prospects with
just two outcomes and Abdellaoui et al. (2008)’s proposal to make an efficient test
with a minimum number of questions. Thus, the elicitation method consists of three
stages, with 15 questions in total: six questions involving only positive prospects
(i.e., a chance to win some positive quantity or zero) to calibrate ot and y*; six
questions for negative prospects to calibrate o~ and y~ (using a nonlinear regression
procedure separately for each subject); and finally, three questions regarding the
acceptability of mixed prospects in order to estimate f3. Prospects devised to
calibrate o™, yT, 07, and y~ used significant, albeit hypothetical, sums of money:
500, 1000 and 2000 euros. The three questions to estimate loss aversion used
smaller amounts: utility is close to linear for moderate amounts of money (Rabin
2000), what allows us to assume o = o~ = 1 to simplify the estimation of f (as
either a mean or median across prospects, denoted f3,,, and f8,.q, respectively).

For questions with only positive prospects, in each iteration participants had to
choose between a positive prospect and a series of positive, sure outcomes. Every
time a subject chose either the prospect or the sure gain, a new outcome was
provided. This process was repeated until the question was completed and the player
could continue with another prospect. The probabilities of success were different
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(two questions with probability of success of 50 % and one with probabilities of 99,
95, 5 and 1 %); this information was emphasized to help avoid wrong answers.
Following Abdellaoui et al. (2008), to control for response errors we repeated the
last sure outcome of the first series at the end of each trial. The certainty equivalent
of a prospect was then estimated by the midpoint between the lowest accepted value
and the highest rejected value in the second set of choices. Tversky and Kahneman
(1992) indicate that this procedure allows for the cash equivalent to be derived from
observed choices, rather than assessed by the subject. Finally, the procedure was
similar for questions involving only negative prospects, except that now prospects
and sure outcomes were expressed in terms of losses and probabilities were
expressed in terms of probabilities of losing. Certainty equivalents were estimated
similarly (for values in absolute terms).

Table 5 summarizes the results for the overconfidence and prospect theory tests
for our experiment. Note that, given the way the variables were defined in our tests,
overconfidence increases the higher E and P and the lower M, risk seeking increases
the higher o and the lower o™, loss aversion increases with f and distortion of
probabilities increase the lower y* and 7.

Peodn et al. (2014) analyze the validity of the results for this research. In brief, the
trivia tests allowed us to replicate the standard results for individual measures of
overestimation and overplacement. In addition, our test for risk attitudes provided
similar results to those observable in the theoretical and empirical literature on
prospect theory, considering the properties of the value and weighting functions, the
fourfold pattern of risk attitudes, the iteration and fitting errors measured for each
participant, and anomalies detected at the individual level. However, our test on
interval estimates for overprecision provided individual estimations that vary if
different refinement methods are used—with differences being more accused if
average estimates across domains are computed. For future research, we recom-
mend including more questions per domain, and also asking additional questions on
personal experience to balance domains. However, for the purposes of hypothesis
testing in this article, the robustness of the effects of overprecision were determined
by comparing results for the miscalibration ratio M—a valid option, as it uses all
information provided by the respondent—with results obtained under the other two
refinement methods.”

Finally, however we have chosen standard tests and specifications in the
literature to perform our tests, we must be aware that different ways of measuring
biases may yield different results. Hence, the robustness of the results we obtain in
the hypothesis testing depends on the ability to replicate similar results under
different elicitation methods.

% The original refinement of M, already described, takes estimates of MEAD and MAD based on the beta
function that best fits the three point estimates by the respondent. Alternatively, Soll and Klayman (2004)
suggest measuring MAD by assuming the median is in the middle of the distribution, denoted M,. A third
measure is where both MEAD and MAD computations assume a normal distribution, denoted My. Only
mediangestimationsyofsthesestwopalternativesyweresconsidered since, given the nature of the reliability
problem observed in our test, average estimates were shown to be less reliable than medians.
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3.2 Hypothesis testing

To test whether more aggressive profiles (in terms of behavioral biases) were
correlated with riskier credit strategies in the game, we define a risky credit strategy
as one that is based on lower prices (pave and pyo) and higher volumes (Vi,q and
Vmax.ind), and yields more non-performing loans (higher NPL ratios) and lower
quality ratios (Qave and Qyq1), since these ratios were defined in terms of low over
high quality clients. We also define an aggressive profile as having at least one of
the following features: a risk-seeking profile, lower loss aversion, and higher
overconfidence. Lower loss aversion and higher overconfidence were implied by
lower f§ and M values and higher E and P values. However, a risk-seeking profile
could manifest itself through more complex instances.'®

It holds that the higher «* and the lower o, the greater the risk seeking (ceteris
paribus for similar probability weights). Similarly, lower " implies more risk
seeking but for low probability gains only, while lower y~ implies more risk seeking
but only for moderate/high probability losses. A key assumption henceforth will be
moderate/high probabilities for gains and low probabilities for losses, as relevant in
terms of probability weighting: player strategies depended on expected delinquency
ratio, but we set the highest probability of default for all six niches to be below
20 %. Hence, we define risk seeking behavior in terms of higher 7" (for high
probability gains) and higher 7~ (for low probability losses).

We test whether more aggressive profiles (risk seeking, loss aversion, and
overconfidence) were related to more risky credit strategies. This implies a set of
hypotheses as follows.

1. To test whether risk seeking behavior had a predictable effect on credit policies
we pose the following hypotheses: the more risk seeking (la) the lower the
price charged to clients, (1b) the higher the volume granted, (1c) the higher the
ratio of non-performing loans to total loans, and (1d) the lower the quality
ratios.

2. To test whether loss aversion had a predictable effect on credit policies we pose
the following hypotheses: the lower the loss aversion (2a) the lower the price
charged to clients, (2b) the higher the volume granted, (2c) the higher the NPL
ratio, and (2d) the lower the quality ratios.

3. Finally, to test whether any of the three measures of overconfidence explained
riskier behavior in the credit market we pose the following hypotheses: the
more overconfidence (3a) the lower the price charged to clients, (3b) the higher
the volume granted, (3c) the higher the NPL ratio, and (3d) the lower the quality
ratios.

10 The fourfold pattern of preferences in prospect theory implies that risk aversion depends on curvature
of the value function and probability weighting simultaneously. Additionally, given the inverse S-shape
of the weighting function, a given probability distortion implies different risk profiles for low and
medium/highsprobabilitiess Consequentlygingthisspaper, whenever we make a statement like “the higher
o the more risk seeking” we are ignoring the effect of probability weightings, and the reverse.
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Table 8 Correlations among behavioral variables and game indicators

Davg Dvol VCCina Vmaxina )  NPL Qavg Quor (1)
E
Pearson correlation —.040 —.055 .075 —.109 .075 .002 —.021
Sig. (2-tailed) .656 542 405 232 406 982 816
N 126 126 126 122 126 126 125
p
Pearson correlation —.131 —.162 127 —.069 .002 .096 .071
Sig. (2-tailed) 143 071 156 451 980 285 429
N 126 126 126 122 126 126 125
Mined
Pearson correlation 105 .057 —.030 126 —.040 117 198"
Sig. (2-tailed) 244 527 741 170 .656 193 .028
N 125 125 125 121 125 125 124
M,
Pearson Correlation 184" 127 —.110 120 —.007 .055 .043
Sig. (2-tailed) .040 159 224 191 935 .545 .634
N 125 125 125 121 125 125 124
Alpha+
Pearson correlation ~ —.113  —.030  .021 —.082 087 —2427 —.169
Sig. (2-tailed) 210 738 816 .368 334 .006 .060
N 126 126 126 122 126 126 125
Alpha—
Pearson correlation 120 .160 —.076 .079 —.001 .073 .004
Sig. (2-tailed) 182 .073 398 385 988 416 962
N 126 126 126 122 126 126 125
Gamma+
Pearson correlation ~ —.122  —.088  .110 169 192" —.258"  -.216"
Sig. (2-tailed) 173 325 221 .062 .031 .004 015
N 126 126 126 122 126 126 125
Gamma—
Pearson correlation 061 077 119 297" 219 052 —.060
Sig. (2-tailed) .500 394 186 .001 014 .566 .509
N 126 126 126 122 126 126 125
Brea
Pearson correlation —.042 —.060 .022 —.055 —.065 —.071 —.085
Sig. (2-tailed) .640 502 .804 .547 470 427 349
N 126 126 126 122 126 126 125
Bave ()
Pearson correlation .021 .003 —.031 —.020 —.056 —.012 .005
Sig. (2-tailed) 817 974 134 .825 537 .898 955
N 123 123 123 119 123 123 122
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Table 8 continued

Pavg Pvol VCCina Vmax,ina (¥) NPL Qavg Quor (1)

My

Pearson correlation 134 107 —.109 .067 110 —.020 .048
Sig. (2-tailed) 135 237 228 463 220 823 594
N 125 125 125 121 125 125 124
M,

Pearson correlation .106 .072 —.052 105 .016 .071 170
Sig. (2-tailed) 240 428 567 253 .857 433 .060
N 125 125 125 121 125 125 124

Significant correlations at the .05 level are highlighted with an emphasis in bold italic, while for sig-
nificance at the .1 level we added an emphasis in italic

** Correlation is significant at the .01 level (2-tailed)

* Correlation is significant at the .05 level (2-tailed)

4 Results

After completing the behavioral tests, participants competed in the experimental
game. Table 6 summarizes the basic univariate statistics of the indicators that
resulted.

Participants exhibited a wide range of strategies: average prices, for instance,
range from 12.75 to 18.42 %; Viax,ind 15 close to one, implying that players tended
to grant the maximum volume demanded at a given price; and both quality ratios are
about 1.0, which means that players were not able to differentiate between low and
high quality borrowers (compare this average with the optimal ex post benchmark of
about 1.12).

Prior to hypothesis testing, three extreme values were removed for loss aversion
(Bave in Table 5). In addition, four observations were removed from two game
variables, in accordance with the normality tests and box plots analyzed: three
extreme values for Viaying and one value for the volume-weighted quality ratio
(Ovol). These modifications are denoted ﬁavg(r), Vimax,ind(r) and Qye(r) in what
follows. We then conducted three analyses: variable analysis, factorial analysis and
cluster analysis (for which results are presented in the subsections that follow). For
the sake of simplicity and clarity, we focus only on hypotheses that were satisfied. A
description of the tests implemented can be found in the “Appendix”.

4.1 Variable analysis

Table 7 shows statistical correlation values for the overconfidence and prospect
theory parameters.

For our experimental group, there is evidence that overestimation and
overplacement are correlated (p < .01). Coming together in both domains are risk
seeking (¢ and o~ are negatively correlated, p < .05) and objective weighting of
probabilities (7 and 3~ are positively correlated, p < .01). There is also strong
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Overconfidence and risk seeking in credit markets 539

evidence that loss aversion and risk aversion in the negative domain come together.
Finally, in regards to the relationship between overconfidence and prospect theory
parameters, we only find positive correlations (p < 10 %) between o~ and E, and
between y~ and M. This is a more complex interpretation, as the results suggest that
individuals with a more aggressive profile for losses (higher risk seeking and
distortion of probabilities) were correlated with lower levels of overconfidence (in
terms of overestimation and overprecision). However, this result may also be
consistent with Kahneman and Lovallo’s (1993) suggestion that biases can cancel
out.

Table 8 provides the correlations among behavioral variables and game
indicators.

In terms of price and volume of loans (the game decision variables), all
significant correlations provide evidence that more aggressive profiles were
correlated with riskier credit strategies. In particular, hypotheses 1b and 3a were
satisfied to a high degree of significance: y~ is positively correlated with Viax ind
(p < .01), meaning that more risk-seeking participants tended to grant full credit
(satisfying hypothesis 1b); and M,y is positively correlated with p,y, (p < .05),
suggesting that overprecision in estimating future uncertainty led to a reduced price
(satisfying hypothesis 3a). Additionally, for p <.l we obtained three additional
results: p is negatively correlated to py, (satisfying hypothesis 3a); o~ is positively
correlated to pyo (a risk seeking profile to avoid sure losses tended to be correlated
with more aggressive price policies, satisfying hypothesis 1a); and y* is positively
correlated with Vi ina (satisfying hypothesis 1b).

The more relevant results were obtained for the quality indicators. First, the risk
profile for gains has the most powerful ability to predict quality performance. On
one hand, 7" is correlated positively with the NPL ratio (p < .05) and negatively
with Q.. (p <.01) and QOyo (p < .05) (satisfying hypotheses 1c and 1d). On the
other hand, o is also negatively correlated with Qavg (p < .01) and Oy (p < .1)
(satisfying hypothesis 1d). Second, overprecision and risk profile for losses are
correlated with quality, since Mg is positively correlated with Oy (p < .05),
suggesting that overprecision reduced quality performance (satisfying hypothesis
3d), and y~ is positively correlated with the NPL ratio (p < .05) (satisfying
hypothesis 1c).

These are very suggestive results, as we found twelve pieces of evidence
(satisfying six hypotheses) that an aggressive behavioral profile (a high level of
overconfidence and more risk seeking behavior) would be significantly correlated
with riskier credit strategies, particularly in terms of providing credit to low-quality
costumers at a lower price.'’ We found not a single piece of evidence in the
opposite direction. It should be mentioned that we could not trace any evidence of
loss aversion, a classic in the behavioral literature, explaining credit policies in any
direction. Though this is in line with List’s (2003) findings that loss aversion does

" We checked the robustness of the effects of overprecision comparing the results we obtained under the
alternative refinement methods: the estimator M, supported that overprecision reduced quality
performance (hypothesis 3d) with statistical significance (p < .1), while the estimator that assumes
normalityssMyzrsupportedsthatstheshighersthesoverprecision the lower the price of credit (hypothesis 3a),
but with weak statistical significance (p = .13).
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Table 9 Regression models: game indicators to behavioral biases

Dependent variable Model

1 2 3 4 5
Pavg Vinax,ind NPL Qavg Quol
Constant 15.743 920 5.812 1.091 1.047
E (signific.) - - - - -
P (signific.) - - - - -
Mineq (signific.) - - - - .075 (.021)
M,,¢(signific.) .655 (.043) - - - -
o' (signific.) - - - - -
o (signific.) - - - - -
vt (signific.) - - - —.108 (.004) —.082 (.012)
v~ (signific.) - .068 (.001) 263 (.015) - -
Bimea (signific.) - - - - -
Bave (signific.) - - - - -
R’ .034 .088 .048 .066 .089
Adj. R? .026 .080 .040 .059 .073

not predict financial behavior in certain contexts, we must be aware that the fact that
participants could not lose their own money in this experiment might have made the
results insensitive to this variable.

Finally, we conduct a regression analysis, performing a stepwise procedure for
variable selection. Results are summarized in Table 9.

The regression results support the main findings of the correlation analysis. First,
higher overprecision (lower M,y or Mp,eq) resulted in a more aggressive pricing
policy (reduced p,ys) and reduced quality (Qyor). Second, higher y™ (risk seeking
behavior for low probability losses) led to a more aggressive volume policy in terms
of Viax,ind and increased default ratios (NPL ratio). Third, higher yT (risk seeking
behavior for medium/high probability gains) reduced quality performance (both
Qavg and Qvol)-

The game as designed was capable of obtaining evidence on the effects of
overprecision and probability weighting on credit policies. In particular, with all
relevant information provided in terms of confidence intervals (macroeconomic
information and expected default rates) and default probabilities, both correlation
and regression analysis showed that excessive precision in estimating future
uncertainty and distortion of probabilities bias the credit policies implemented by
the players. Moreover, the bias occurred in the expected direction: higher
overprecision and a risk-seeking profile led to a more aggressive price—volume
policy and reduced quality performance.

Obviously the explanatory power of the models is very low since we are
excluding alleged explanatory factors such as expected GDP growth and default
rates, but the fact that the coefficient of determination is significantly different from
zerorhighlightsstheseffectsthatsbehavioralsbiases have on credit policies.
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Table 10 Factorial analysis: KMO and Bartlett’s test

overconfidence
Kaiser—-Meyer—Olkin Measure of Sampling Adequacy 497
Bartlett’s test of sphericity
Approx. Chi-Sq 82.247
df 3
Sig. .000
Component
1
Component matrix*
Overestimation 919
Extraction method: principal Overplacement 907
component analysis Overprecision Myeq —.208

* 1 components extracted

4.2 Factorial analysis

We test the above hypotheses using correlation and regression analysis but using
factors instead of variables. We use principal component analysis (PCA), which
aims to build not-directly-observable variables (factors) using directly observable
variables (in our research, either the behavioral measures or the game variables).
Thus, we firstly make a factorial analysis of the three overconfidence measures,
overestimation (E), overplacement (P) and overprecision (M).12 Results are
summarized in Table 10.

The PCA provides intuitive results in that the overconfidence measures are
synthetized into one factor, denoted OC, with a coherent interpretation: overesti-
mation and overprecision are positively related to OC, while miscalibration (M) is
negatively related to OC.

We also conduct a factorial analysis of the five prospect theory parameters
considered in our research.'® Results are summarized in Table 11.

These parameters are assembled into three factors that separate risk profiles for
gains, losses, and loss aversion. The rotated component matrix links the first factor
to a risk profile for gains (o0 and y+), denoted Gains, with both variables loading
positively: thus, the higher the Gains value, the greater the risk seeking.'* The
second factor symmetrically corresponds to the risk profile for losses (¢~ and y7),
denoted Losses. Since both variables load positively, this factor should be
interpreted as a higher Losses meaning greater risk aversion.'”> The third factor is
loss aversion (Bpneq), combined with some effect by from risk aversion to losses
(o). Both variables load positively, suggesting that the greater the loss aversion

2 For simplicity sake, for overprecision in the factorial analysis we only considered the median measure
Mmed-

13" Again for simplicity sake, for loss aversion in this analysis we only considered the median measure
Bmed~
"4 Note that higher y* implies more risk seeking only for medium/high probabilities.

15" Again, higher Y implies more risk aversion only for medium/high probabilities.
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Table 11 Factorial analysis:
prospect theory

Extraction method: principal
component analysis

Rotation method. Varimax
normalization with kaiser

* Rotation converged in four
iterations

Table 12 Factorial analysis:
game indicators

Extraction method: principal
component analysis
Rotation. Varimax
Normalization with Kaiser®

? Rotation converged in three
iterations

KMO and Bartlett’s test

Kaiser—-Meyer—Olkin Measure of Sampling Adequacy 424
Bartlett’s test of sphericity
Approx. Chi-Sq 112.082
df 10
Sig. .000
Rotated component matrix*
Component
1 2 3
Gamma+ .891 246 —.086
Alpha+ .888 —.229 013
Gamma— .082 922 —.090
Alpha— —.199 .608 .559
Brmea 011 —.065 933

KMO and Bartlett’s test

Kaiser—-Meyer—Olkin Measure of Sampling Adequacy .660
Bartlett’s Test of Sphericity
Approx. Chi-Sq 511.610
df 15
Sig. .000
Rotated component matrix®
Component
1 2
Pave 964 056
Pol 936 .009
Vind —.904 —.065
NPL .078 —.739
Qave .071 .900
Quor (1) 158 907

(and risk aversion in the negative domain), the higher the factor value. Hence, we
denote this factor Loss_aversion.

We now conduct a factorial analysis of all seven game indicators. In a first stage
we obtain a factorization that is incoherent in terms of V,,xina interpretation.
Excluding Vpaxina from the factorial analysis, in a second stage we obtain the
results summarized in Table 12.

The PCA posits two factors, with the Kaiser—Meyer—Olkin (KMO) measure
improving,significantly (from,»489.t0..660) and with both factors synthetizing
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Table 13 Correlations among

factors oC Gains Losses Loss_av
Strategy
Pearson correlation —.097 —.096 .071 .018
Sig. (2-tailed) 284 288 428 .845
N 124 125 125 125
Quality
For better identification by the Pearson correlation —.012 —.266%% —.069 —.040
reader, significant correlations at Sig. (2-tailed) .897 .003 445 .657
the .05 level are highlighted with N 124 125 125 125

an emphasis in bold italics

information in a coherent manner. The first factor synthetizes price and volume,
which were the variables that determined a participant’s strategy. From the way they
load—with price indicators positively related and V moving in the opposite
direction—we interpret that the higher the factor value, the more conservative
(higher price, lower volume) the participant’s strategy. We call this factor Strategy,
interpreted as the higher the factor, the more conservative the strategy. The second
factor synthetizes all indicators that determine the quality profile of the credit
policy, hence we denote it Quality. Our intuition was correct about how the
indicators load: the ratio of non-performing loans to total loans is negatively related
to Quality while Q,,, and Q. are positively related to Quality.

Taking these factors into consideration to further test the above hypotheses, we
again conduct correlation and regression analyses of credit factors against
behavioral factors. The correlation analysis is summarized in Table 13.

Correlations provide additional evidence that the risk profile for gains affects the
quality performance of credit policies. In particular, consistent with our hypothesis,
participants with greater risk seeking for gains tended to grant lower prices to lower
quality clients. Regression analysis yields similar results, but attributing a causality
effect to ¥y in particular (Table 14).

4.3 Cluster analysis

The statistical analysis of the experimental results is completed with a cluster
analysis. Different clustering alternatives were analyzed, considering different
methods and analyses for both variables and factors. Easiest to interpret was
clustering in terms of game factors,'® Strategy and Quality, with six different
clusters obtained. Results are shown in Fig. 4.

We may characterize the irrationality of these subgroups (somehow in the
manner of Forsythe et al. 1992) in terms of their Strategy and Quality values. Thus,
the largest cluster (cluster 1) centered both in terms of Strategy and Quality, while
the smaller groups reflect sparser credit policies. Cluster 2 would tend to exhibit the

16 We used 125 observations as we excluded one outlier from variable Q,,, (which loads on Quality).
Additionallyszonesmoresobservationgisglostsfors@Eysince we had a missing value for M ratios from the
beginning.
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Table 14 Regression models:
game factors to behavioral

factors and variables

REGRESSION MODEL: GAME FACTORS TO BEHAVIORAL FACTORS

Model
Dependent variable 1 2
(Game factor)
Strategy Quality

Constant - -016
OC (signif) -

Gains (signif) - -261 (.003)
Losses (signif.) -

Loss Aversion (signif) -

R? - 071
adj. R - .063

REGRESSION MODEL: GAME FACTORS TO BEHAVIORAL VARIABLES
Model
Dependent variable| 1 2
(Game factor)|
Strategy Quality

Constant - .645

E (signif) -

P (signif.) -

Mjeq (signif) -

M,y (signif) -

a (signif.) -

o (signif.) -

" (signif) - -1.029 (.003)
Y~ (signif.) -

Bumed (signif.) -

Bayg (signif) -

R? - 072
adj. R® - 064

most conservative Strategy (i.e., higher prices and lower credit volumes) and an
average Quality, while cluster 4 would be in the opposite place (an average Quality
for a riskier Strategy). Most participants in cluster 5 would tend to follow a Strategy
which is only slightly aggressive, but when it comes to screening high-quality
clients from low-quality ones, they exhibit a low Quality (higher NPL ratios and a
tendency to grant lower prices to riskier clients). Cluster 3 would be in the opposite
place in terms of Quality (i.e., a tendency to be excessively conservative with lower
quality clients) for a neutral Strategy overall. Finally, cluster 6 is formed of a single
participant who followed an aggressive Strategy (lower prices overall) but with a
higher Quality, which implies excessive conservatism with low-quality clients. This
suggestsithisiplayermusthave grantedstoo) low prices mostly to high-quality clients.
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Fig. 4 Cluster analysis

Table 15 summarizes the descriptive statistics (means and standard error of the
means) for each cluster in terms of the six behavioral and game factors.

However the deviation of some subgroups in terms of credit quality, price and
volume is easy to characterize, it is difficult to go further to interpret which are the
behavioral biases behind these clusters. We may use dispersion diagrams (Fig. 5)
based on the mean values show how the different behavioral profiles of each cluster
might affect credit strategies. We emphasize careful interpretation, however, as any
statistical analysis based on correlations or causality effects are unsound at this
level."”

The largest cluster (cluster 1) would not only include players that exhibited
centered Strategy and Quality factors, but would also indicate that these were
generally neutral in terms of any of the four behavioral factors summarizing
overconfidence and risk profile. Consequently, it is the behavior of the smaller
groups which needs to be explained: what would happen if a group is biased? Would
their Strategies and Quality vary in a predictable manner? We conduct an ANOVA
test for differences of means across clusters to obtain significant evidence that the
clusters are different in terms of Gains (p < .05).

This may be interpreted in two instances. First, since the distortion of
probabilities in the positive domain, y*, loads on this factor, the effect of this

17 Having only 6 observations (clusters) would itself invalidate the statistical significance of any
correlationsjonregressionanalysessMoreovergmuehyinformation is lost when we use average values to be
representative of all individual observations in a cluster.
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Fig. 5 Cluster analysis. Dispersion diagrams for average values

feature of prospect theory would be the most solid of our research, since the four
statistical methods implemented (correlations, regressions, factorial analysis and
cluster analysis) provide a positive evidence in that sense. Second, the asymmetry in
incentives in our experiment, where participants may win a prize but never lose their
own money, has probably make it easier to obtain evidence of the effects of risk
seeking in the positive domain (Gains). Thus, the absence of any evidence in the
factorial and cluster analyses of the effects on the negative domain (Losses) as well
as in terms of loss aversion does not necessarily mean they do not exist, but that our
experiment is limited to obtain evidence of it.

5 Concluding remarks

We designed an original business simulation game that replicates basic decision-
making processes for a bank granting credit to clients under conditions of
uncertainty and risk. In order to test whether overconfidence and prospect theory are
able to explain excessive lending patterns by retail banks, we organized a series of
experimental sessions with 126 under- and postgraduate students that was divided in
two parts. The first part consisted of a series of short tests to measure participants’
level of overconfidence and risk profile according to prospect theory. The second
part was the simulation game itself. We tested several hypotheses about the effects
of risk seeking, loss aversion and overconfidence, with main results as follows.
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First, we found extensive evidence that an aggressive behavioral profile—defined
as high levels of overconfidence and risk seeking—is correlated with riskier credit
strategies, particularly in terms of providing credit to low-quality clients at a lower
price. We found not a single piece of evidence in the contrary direction, neither
were we are able to locate evidence that loss aversion has any effects on credit
policies.

Second, overestimation and overplacement were only weakly observed in our
experiment, despite the fact that their effects on financial decision making have been
documented in the literature (e.g., Graham et al. 2009; Grinblatt and Keloharju
2009; Deaves et al. 2009). Instead, our game design revealed helpful to obtain
evidence of overprecision and probability weighting effects on credit policies: all
players were given identical information to play the game, expressed in terms of
confidence intervals and default probabilities, and it is in terms of overprecision
(related to confidence intervals) and probability weighting where the most solid
results were obtained. In particular, our results suggest that overprecision in
estimating future uncertainty and the risk profile for gains (mostly attributable to a
distortion of probabilities) foster lower prices and higher volumes of credit granted,
and reduce quality. These results support the classic finding that miscalibration has
an impact on financial decision making, as in theoretical models such as that of
Odean (1998), which suggests that investors trade too much, and the experimental
research by Biais et al. (2005) and Deaves et al. (2009), who observed that
miscalibration reduces trading profits. This effect is complemented by the evidence
that a distortion of probabilities under prospect theory captures the common
preference for a lottery-like wealth distribution (Barberis and Huang 2008), which
explains empirical facts like people attributing too much weight to rare events, and
stocks that are expected to be positively skewed having lower expected returns
(Boyer et al. 2010). Indeed, the most consistent result in our experiment was that of
distortion of probabilities fostered lower loan prices to potential borrowers of a
lower quality.

Third, the effects of these biases on the quality of credit tend to favor the external
validity of our results. Participants in the experiment were aware that their strategies
were to be measured and scrutinized in terms of credit prices and volumes. Hence,
the indicators might well be affected by their strategic behavior: e.g., participants
behind in the game (losing in terms of profits) might make weird decisions because
they had nothing to lose. However, participants were not aware that their behavior in
terms of quality was also being scrutinized. This is good news, since the most
significant results of the experiment were regarding the effects of overprecision and
probability distortion over quality performance.

This paper represents a first effort to explore the potential effects of behavioral
biases on credit policies. Time constraints to implement both a series of
psychological tests and the simulation game imposed the restriction that only one
repetition of the game was possible.'® If several rounds of the game with
randomized economic scenarios were implemented, the external validity of the

'8 _Panticipantsminstheexperimental=sessionssspent an average of three hours completing the
overconfidence and prospect theory tests and the simulation game, instructions included.

‘2_) Springer
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results would undoubtedly be enhanced. This would help mitigate the effects of
strategic behavior and avoid any randomization bias (Viera and Bangdiwala 2007);
it would also admit the possibility of testing the debiasing effects of learning and
experience —which some studies suggest tend to mitigate observed deviations from
rationality (e.g., List 2003; van de Kuilen and Wakker 2006).

Finally, some limitations of this experiment need to be resolved in future
replications of the experiment. Firstly, it would be interesting to extend the way we
tested the behavioral biases of the participants to other tests and elicitation methods
available, such as cumulative prospect theory, nonparametric methods, alternative
measures of overconfidence (see Hilton et al. 2011, for a recent review) and
alternative methods to elicit the measures used (see, for instance, Glaser et al. 2013).
Secondly, the robustness of our results supporting the effects of overprecision on
credit policies should be further qualified. In future research we plan to enhance the
elicitation method to obtain measures that are more stable at the individual level for
different refinement methods. Lastly, the monetary incentives in the game and the
absence of penalties for excessive risk taking may have biased the results. This is,
unfortunately, a common drawback in this kind of experimental research, since few
people are willing to participate in experiments in which they stand to lose real
money, although in future versions of this game we should try to overcome this
problem. Nonetheless, we defend the results obtained in two ways: first, the most
conclusive results were in terms of quality, a variable that participants were not
aware of; and second, the combination of incentives and moral hazard when costs
are not borne resembles the alleged behavior of bank executives during the recent
financial crisis.
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Appendix

IBM SPSS Statistics version 21 was used for the statistical analysis. Technical
specifications for the analyses and raw data for the strategies implemented by
participants in the experiment are described in the Supplementary Material to this

paper.
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